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Definition
Recall that a subset W C R”" is called a subspace of R” if it satisfies the
following properties:
(i) 0e w.
(ii) If vi,v» € W, then vi + v» € W.
(i) if v € W, then A\v € W, for all A € R.

In particular: If vq,...,v, are in W then any linear combination
Yivi+ o +’7rVr

is also in W.
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Example

Examples of subspaces of Euclidean spaces include:
(i) Solutions to any homogeneous system of linear equations.

(i) The nullspace of an m x n matrix A, i.e., all vectors v € R" such that

Av = 0.

(iii) The image of A,i.e., all vectors in R™ of the form Av, as v ranges
over R”.

(iv) If Xis an eigenvalue of A, the set of all A-eigenvectors together with
0 is a subspace of R”, called the Eigenspace of .

(v) Given vectors vi,...v, in R", the span of the vectors vi,...,v, is a
subspace of R".
Recall span{vi, ..., v,} is the set of all linear combinations of the
vectors vi, ..., V..
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Example

What are the subspaces of R??
(i) {0} is a subspace of R2.
(i) R? is a subspace of R?.
(iii) Any line through the origin is a subspace of R?.

These are the only subspaces of R?.

Let L be a line in R? through the origin. L is given by y = mx, where m
is the slope of L.

Thus, L is the solution set of the homogeneous equation x + (—m)y = 0,
which shows that L is a subspace.

Thus, if v is any vector on the line L, then L = span{v}.

HiE

: 1
Moreover, R?, when considered as a subspace equals span{ [O} ,

snce [3] = [o] + o [1] foran [7] < w2
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Example

The subspaces of R3 are:
(i) {0}.
(i) R3.
(iii) Any line through the origin.
(iv) Any plane through the origin.

Why: Each of these sets are the solution set to a homogeneous system of
equations. For example:

(a) Any plane through the origin is defined by an equation of the form:
ax + by 4+ cz = 0, for fixed constants a, b, c € R.

(b) Any line through the origin is the intersection of two planes through
the origin and is thus the solution set to a system of equations of
the form:

ax+by+cz=0
dx +ey+fz=0.
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Example continued

Note if W C R3 is a plane through the origin, then W = span{vi, v},
for any two non-collinear vectors vy, v, € W.
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Example

A line or plane in R? or R3 that does not pass through the origin, is NOT
a subspace. We require subspaces to contain 0.

Another reason: Suppose L :y = mx + b is a line in R?, with b # 0. Let

a c .
Vi = [ma+b} and v, = [mc+ b} be vectors in L. Then
. a-+c .
vi+ v = [m(a +o)+ 24, which does not belong to L.
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Let U C R" be a subspace. Vectors vq,...,v, € U span U if U is the
subspace spanned by vi,..., v,

In other words, U is the set of all linear combinations of v, ..., v,.
In this case we write U = span{vi, ..., v,}.

The subspace U can have infinitely many different spanning sets.

Important Observation: Let A=[v; v, --- v,] be the n x r matrix
whose columns are vy,...,Vv,. Then:
)\1—‘
uecU ifandonlyif u=A-|:],
A
since
A1 A1
Al il =viev]- | ] = i+ Ay
Ar Ar
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0
To see this more explicitly: Let vy = (1| ,vo = |0| ,v3 = [1]|. Then a
1

o
—

typical linear combination of vq, v», v3 has the form:

1 1 0 AL+ Ao
A 1]+ X (0] A3 |1 = | A1+ A3
0 1 1 Ao + A3

On the other hand, if A= [v; v» v3] is the matrix with columns vy, v», v3,

A1 1 1 0 A1 A1+ Ao
A- x| =11 0 1| || = | A1+ A3
A3 0 1 0 A3 Ao + A3

To Reiterate: A matrix product Av is the vector obtained by taking the
linear combination of the columns of A using the entries of v as

coefficients.
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Comment

Thus: A vector b € R" is in the span of vi,..., v, if and only if the n x r
system of equations given by

A-X=b

has a solution.
A1

Moreover, if | : | is a solution, then
Ar

b=MAvi+-+ Av,.

Important Consequence: Given any m X n matrix A, the subspace that
is the image of A, denoted im(A), is the subspace spanned of R™
spanned by the columns of A.
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1 0 1 2
Let vy = |0|, v = [1|,and vs= [1|. Isb= |0| inspan{vi, va, v3}?
1 1 0 1

Solution: Let A =[v; v» v3]. We seek a solution to A- X = b. We use
Gaussian elimination.

10 1]2 10 1]2 10 1]2

01 1o =B 00 1 1o 220001 1 0

11 0/1 01 —1]-1 00 —2|-1
e [T O 12 pp |10 0] 3
=001 1|0l =g 1 0| -2
00 1| *R** o 0 1]

This shows that b=3 - vy — 2 - v, + 3 - v3.,

Thus, b € span{vy, va, v3}.

Lecture 16: Subspaces, Spanning, and Linear Independence



Example continued

CHECK:%-vl—%-v2+%~V3:

1 0 1 3 0 1 2
1 1 2
;0—5-1+§~1:0—%+§:0:b
1 1 0 3 2 0 1
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Example

|

Determine if the vector b = | 1| belongs to the subspace spanned by the
1

1 1 2
vectors vi = (1| ,wvo = |0| ,v3 = [1].
0 1 1

We seek a solution to the system given by A- X = b, where
A= [V1 Vo V3].

11 2]o0 1 1 210 1 1 20
10 1|1] 2R lo -1 —11] BB o -1 11,
01 11 0 1 1|1 0 0 0|2

which shows that the system has no solution. Therefore b is not in
span{vy, va, v3}.

Lecture 16: Subspaces, Spanning, and Linear Independence



Class Example

|

Determine if b= [3| belongs to span{vy, v», v3}, for

If so, write b as a linear combination of vy, vo, v3.

Then, verify your answer.
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Class Example continued

Solution: Using Gaussian Elimination,

12 14 1 2 1] 4 1 2 1] 4
2 01 13| 2Ry 3 1| 5| REZR g 1 1| 3
11 2)1] YRRl 11| =3 0 -3 —1|-5
e [P0 3 =2l Lo 3|2
2Rt loo1 -1 3| 4o 1 -1 3
Rife 1o 0 —4| 4 00 1|-1
10 0] 1
SRR 1 0 2
PRtk g 0 1

Thus: b=1-vi +2 v — v3.
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Class Example continued

CHECK:1-vi +2-v — w3 =

1 2 1 1 4 1 4
1- 12 +2- (1| — |1 =|2]|+ [2| — |1 = |3
1 1 2 1 2 2 1
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1 0 0
0 1 0
Set e; = 0 ,€ = 0 5 ,ep = 0 in R".
0 0 1
The vectors ey, ..., e, are called the standard basis for R".

Note that span{ej,...,e,} = R", since

a 1 0 0

an 0 1 0

| =a- || +a ||+ Fan || =ae1+axe3+ -+ ane,,
an 0 0 1
for all a1,a,...,a, € R.
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Properties of the standard basis

(i) No vector in the standard basis can be written as a linear
combination of the remaining standard basis vectors.

Equivalently:
e; Zspan{ey,...,e_1,€j41,...,€,},
for all < i< n.

For example, in R3, if we try to write e, as ase; + Ses, we get:

0 1 0 a
1| =a- 0| +8-|0| = 0],
0 0 1 B8

which implies 1 = 0, a contradiction.

Thus, e; cannot be written as a linear combination of e; and es.
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Properties of the standard basis

(ii) If we have a linear combination
Aer + e+ -+ Ne, =0,
then \i =X =--- =), =0.

For example:. If A\je; + Ares + Aze3 = 0, then:

0 1 0 0 A1
O =X (0] +2 |1 +23 |0 = | A2,
0 0 0 1 A3

SO>\1:>\2:>\3:0.

Lecture 16: Subspaces, Spanning, and Linear Independence



Properties of the standard basis

(iii) Any vector in R" = span{ey,...,e,} can be written uniquely as a
linear combination of ey, ..., e,.

In other words: If
aie; + -+ ape, :Blel+"‘+5nen7

Then:
(€3] :617"‘70% :Bm

For example: If

aje; + aoey + azesz = ey + Brep + [ses,

Then:
a B
az| = are; + azer + azes = ey + foer + frez = | fa|
a3 B3

50, a1 = PB1, 00 = B, a3 = B3.
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Very Important Theorem. Let vy, ..., v, be vectors in R” and let A
denote the n x r matrix A =[v; v» --- v,]. The following equivalent

conditions are equivalent::

(i) No vector in the list can be written as a linear combination of the
remaining vectors in the list.

(ii) If we have a linear combination

)\1V1+>\2V2+"'+)\rvr:0a

then \i =X =--- =\, =0.
(iii) Any vector in span{vi,..., v, } can be written uniquely as a linear
combination of vq, ..., v,.

(iv) The system of equations A - X = 0 has only the 0 solution.

Note that condition (iv) is equivalent to the conditions (i)-(iii) since
A1

A- | i | =0 gives a solution to (iv) if and only if Ajv; +---A.v, = 0.
Ar
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Definition

Important Definition:

Vectors v, ..., v, in R” are said to be linearly independent if any of the
four equivalent conditions in the theorem above hold.
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1 1 0
Example: Verify that the vectors vi = |1| ,vo = |0] ,v3 = |1]| are
0 1 1

linearly independent.

Solution:We must show that for A =[v; v» v3], the system A-X =0 has
only the zero solution.

11010 1 1 00
10 1]0] =210 -1 10
01 1]0 0 1 1/0

0 10 10 010 1 00]0
Ro+R; -1 110 —1-R 01 —-110 R3+R2} 01 0 0’
R>+R3 l.RS

0 0 20| : 00 110 00 1]0

which shows that the system A - X = 0 has a unique solution.Therefore,
the vectors vi, v», v3 are linearly independent.
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