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Applications

First Application: Solving recurrence relations.

The sequence of non-negative numbers ag, a1, az, ..., ax, ..., is called a
linear recursion sequence of length two if there are fixed integers
a, 3, c,d such that:

(i) a0 = .
(ii) a1 = B.
(i) aky2 = c-ax+d - agyy, for all k > 0.
The conditions in (i) and (ii) are called initial conditions.

To solve the recurrence relation, we set up a matrix equation. Let

Vi = [ Ak ] and A = [0 1} Then Avg = viy1, for all kK > 0.
k41 c d

Therefore v, = A* - vp.
If A= PDP~1. with D diagonal, compute A¥ as PD¥P~1,

Solution: Then ai is the first coordinate of the vector

Ak vy = PD"PL. [g} .
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Applications

Second Application: Systems of First Order Linear Differential
Equations.

Let A = (a;j), be an n x n matrix. A system of first order linear
differential equations is a system of equations of the form:

xi(t) = anxa(t) + - - - + arnxa(t)
x5(t) = apxa(t) + -+ + a2nxa(t)

xL(t) = amxi(t) + -+ + apnxn(t),

where x;(t) is a real valued function of t. The numbers x;1(0),- - - , x,(0)
are called the initial conditions of the system.
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Applications

To solve the system, we convert to a single vector valued first order linear
differential equation as follows:

x1(t)
Set X(t) := :|. Then the system above simply becomes:

Xn(t)
X(t) = A-X(t)

The fixed vector X(0) represents the initial condition.

The solution to the vector equation is:

X(t) = e - X(0)

One then converts this vector equation back to individual solutions for
x;(t), for all i.
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Example

Find the solution to the system of first order linear differential equations:

x1(t) = x(t) + xe(t) + x3(t)
x(t) = x(t) + x2(t) + x3(t)
x3(t) = x1(t) + x2(t) + x3(t).
with initial conditions x1(0) = —1, x(0) = 1, x3(0) =
111
Solution: The coefficient matrix for the systemis A= |1 1 1]|.So
1 11
-1
the solution to the system is et - | 1
2
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Example continued

To calculate, e#t, we must diagonalize A. By direct calculation, or using
linear algebra software, we have ca(x) = x3 — 3x2, so that the
eigenvalues are 0, with multiplicity two, and 3 with multiplicity one. .

The basic eigenvectors of 0, are just the solution space of 03 — A = —A,
1 1 1 1
which reduces to [0 0 0]. Therefore, basic O-eigenvectors are: | 0
0 0O -1
0
and | 1
-1
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Example continued

|

Using linear algebra software, a basic 3-eigenvector is [1|.

1
1 0 1
Thus, P=1| 0 1 1| is the matrix of eigenvectors.
-1 -1 1
2 -1 -1
Linear algebra software yields: P~ =1. -1 2 —1].
1 1 1
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Example continued

Now, A = PDP~1, for

000 00 O e 0 0
D=1]0 0 0| so Dt=|0 0 O0]|.Thus, ePt=1]0 €& 0
0 0 3 0 0 3t 0 0 e
Then, At = PePtp—1 =
1 0 1 10 0] ;[2 -1 -1
0 1 1 01 0 3 -1 2 -1
-1 -1 1 0 0 e 1 1 1
1 0 11,2 -1 -1 1 243t 1463 143
=10 1 1 3 -1 2 -1 =3 —14+e% 2463 —14€%
-1 -1 1 et &3t 3t —1+4+e3 —146 2463
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Example continued

Finally,
71 1 2+e3t 71+e3t 71+e3t 71
X(t)=e*- | 1 =3 —1+4+e% 24 —1+e¥|.]1
2 14 —1ted 246t | |2
—5 4+ 2e%
=2 | 142
4 4 2e%
Therefore,
Xl(t) = 75 + 7e3ta X2(t) = § + *e3t, X3(t) = g + 7631’
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Example continued

Check: On the one hand,

xi(t) = 23, x5(t) = 23, x4(t) = 2&%".

One the other hand,

x(t) +3a(t) +x5(8) = (3 + 36%) 4 (5 +2¥) + (5 + 2¢)
2e3t
Thus:
x1(t) = x1(t) + x(2) + x3(t)
x5(t) = xa(t) + xa(t) + x3(t)
x5(t) = x1(t) + x(t) + x3(t)
as required.
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Example continued

To check the initial conditions:

5 2
X1(0) = —§ + geo =-1
1 2
XQ(O):§+§EO:1
4 2
X3(0):§+§EOZ2
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Class Example

Find the solution to the system of linear first order differential equations
with given initial conditions:

X{(f) = —22X1(t) + 50X2(t)
x5(t) = —10x1(t) + 23x (1),

and x1(0) = —3 and x2(0) = 2.

Verify your solution satisfies the system and the initial conditions.

Solution: X(t) = {’ngg] — et [23] for A = [_ig gg]

ca(x) =x2—x—6=(x+2)(x - 3).

The eigenvalues are: -2, 3 with eigenvectors [g} and [2}

1
|5 2 1|1 =2
TakeP—[2 1}soP —[_2 5}
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Class Example continued

-2t 0 e 0
At _ p.Dt p—1 _ Dt _
et = Pe*tP ,whereDt[O 3t].So,e [ 0 e3t}

Therefore:

At Dt p—1 __ 5 2 . e*2t O . 1 —2
e =Pe”P _{2 1[0 e |2 5
_[5 2] e 2t _De72t
T2 1] |—2€% B3t

_ [Be7% 4+ —4€3  —10e72 + 10
T | 2672t — 23t —4e72t 4 B3t |-
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Class Example continued

Therefore: n
- Xt t At . 73 o
X(t)_ |:X2(t):| =€ |:2:| =
_ [Be7 + —4e’  —10e”* +10e%] [-3
T | 2e7%t — 23t —4e72t 4 et 2
_ [-35e7%t 4+ 32
T | —1l4e7%t + 163
Thus:

x1(t) = —35e 7%t + 323
xo(t) = —14e 2" + 16€%.

Lecture 14: Applications of Diagonalization Continued



Class Example continued

CHECK: On the one hand. x|(t) = 70e~2t 4 96e3. On the other hand:

—22x(t) + 50x(t) = —22(—35e %" + 32€%") + 50(—14¢e*" + 16€°")
= 70e2" + 96

And: x5(t) = 28e72t + 48€3¢, while:

—10x1(t) + 23x(t) = —10(—35e~2f + 32€3) + 23(—14e2f + 16€°")
=282t + 48

For the initial conditions:

x1(0) = —35€° +32e° =35 -32 = -3
x(0) = —14€° + 16€® = —14 4 16 = 2,

as required.
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